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ABSTRACT

Musicians are able to recognise the subtle differences in
timbre produced by different playing techniques on an in-
strument, yet there has been little research into achiev-
ing this with a computer. This paper will demonstrate an
automatic system that can successfully recognise differ-
ent timbres produced by different performance techniques
and classify them using signal processing and classifica-
tion tools. Success rates over 90% are achieved when clas-
sifying snare drum timbres produced by different playing
techniques.

1. INTRODUCTION

One major goal of music information retrieval is auto-
matic music transcription. There are two main problems
to solve in these systems: instrument recognition and trans-
lation into a symbolic musical format (e.g., MIDI). Al-
though the instrument labelling typically returned by such
systems is adequate in most cases, the inclusion of dif-
ferent timbre produced by a single instrument would be
useful for many different applications and studies.

Currently there are many systems that can successfully
classify sounds into instrument groupings but none of them
examine the timbre space within these groupings [10]. The
goal of this project is to develop a system that can iden-
tify the subtle differences in timbre produced by an instru-
ment and classify these differences (see Figure 1). The
subtle timbre recognition has the potential to aid in other
tasks: drummer recognition, gestural control of music,
genre classification of music, etc.

The snare drum was chosen as the instrument for this
study because it can create many different subtle timbres
produced by controlled and quantifiable performance tech-
niques; although subtle timbres can be produced by other
instruments it is often difficult to control their production.

Our previous study presented results with a limited
amount of data and only time-domain features [16]. The
current study includes a much larger amount of test and
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Figure 1. System outline.

training data for the classifier, spectral features, and the
exploration of different windowing techniques.

2. SNARE DRUM

A snare drum is made up of five main components: the
shell, lugs, heads, rims, and the snares. The shell is gen-
erally a piece of wood that is bent so that it is a cylinder.
Metal fittings, called lugs, are attached to the shell for the
purpose of holding all of the components of the drum to-
gether. There are two heads on a modern drum: the batter
head, that is the top head that is usually struck, and the res-
onant head, the bottom head. The rims are solid pieces of
metal that hold the heads to the drum by applying pressure
to the head from the outer edge. The rims can vary the ten-
sion on the head so that it may be tuned.The characteristic
of the snare drum that differentiates it from other drums is
the snares. The snares are usually made of metal and are
strung across the bottom head of the drum. The snares vi-
brate in resonance when the drum is struck adding a noise
component to the sound produced by the drum [14].

See Figure 2 for representations of snare drum signals.

3. RELATED RESEARCH

While there has been some research on snare drums, very
little of it deals directly with timbre production. The ma-
jority of the research falls into two areas: acoustics and
automatic transcription. The first major published study
on the snare drum was mostly concerned with amplitude
and durations [7]. The study scientifically introduced the
idea of a stroke height, the height that the stick starts its
strike from, as being the major factor in the resulting am-



plitude of the strike (see section 5). Complex interactions
between the modes of vibration of the heads have been ob-
served and discussed [22], which is useful evaluating what
type of features to look for when trying to classify tim-
bre. An empirical study [11] showed that different types
of snare drum heads on the same drum can produce vary-
ing timbres. Another study of this nature showed spectra
from a snare drum with its snares engaged and not en-
gaged [20] that demonstrated a large difference in timbre.
Dahl [1] has done investigations in determining the strike
force by analysis of the drumsticks using video capture
techniques.

There has been a significant amount of research in au-
tomatic music transcription that has dealt specifically with
drums. Most of this research deals with elements of the
drumset and related percussion instruments in pop mu-
sic. The earliest major study was conducted by Schloss
in his doctoral dissertation where he was able to recog-
nise timbres produced by conga drums and then produce
a transcription [15]. Herrera et al. have conducted exten-
sive studies that recognise percussive sounds produced by
a drumset instrument [9, 6].

Also studies on extracting timbre information from in-
struments to be used for real-time control of computers
for musical applications exist. The extraction of control
features from the timbre space of the clarinet is explored
in [3]. Deriving gesture data from acoustic analysis of a
guitar performance is explored in [17].

4. IMPLEMENTATION

Two different software packages are employed for this
project: Weka [21] and Matlab [13]. Matlab was used to
perform the feature extraction and the results are put into
a data file for Weka which was used for the classification
experiments.

4.1. Feature Extraction

Feature extraction was accomplished with Matlab by cre-
ating functions that operate on the audio signals and pro-
duce results that are stored as a feature matrix in the Weka
file format.

Two main types of features are extracted: time-domain
and spectral domain features.

The time-domain features included: Temporal Centroid,
Attack Time, RMS, Zero-Crossing Rate [5], Subband Anal-
ysis (RMS in four bands:0–200Hz, 200–1000Hz, 1000–
3000Hz, 3000–20000Hz).

The spectral domain features included: Spectral Flux,
Spectral Rolloff, Spectral Centroid, Spectral Kurtosis, Spec-
tral Skewness, Mel-Frequency Cepstrum Coefficients[12],
Linear Predictive Coding Coefficients, Energy in nine
wavelet bands, Variance from the mean in each wavelet
band [18, 19].
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Figure 2. Representations of snare drum sounds.

4.2. Classification

Artificial neural networks are used to classify the data [2].
The network is comprised of six hidden nodes and one
output node for each class in the test, which varied as ex-
plained below. The net was trained with 1000 epochs.

Different combinations of features and classes are used
to train the classifier in order to evaluate the system per-
formance. This study uses seven different types of snare
drum strokes in order to create different timbres on the
snare drum: rimshot, brush stroke, center, near-center,
halfway, near-edge and edge. A rimshot is when the player
strikes the rim and head of the drum at the same time (see
Figure 3). A brush stroke is when the player hits the drum
with a brush instead of a stick. The players are instructed
to hit the center of the head when performing both of these
strokes. The rest of the strokes are different positions on
the batter head. The snare drums are marked so that the
players would strike the same place when performing the
strokes. Ten-fold cross-validation was used to randomly
select samples from the data set as training and testing
data [2].

Four different groups of classes are used to train the
classifier:

1. All Classes (All)

2. Center, Near-Center, Halfway, Near-Edge, Edge
(Only 5) (see Figure 4 for their location)

3. Rimshot, Brush, Edge (RBE)

4. Center, Halfway, Edge (CHE)

5. EXPERIMENT

Three expert players each played three different drums,
striking each of the seven different stroke types twenty
times. This resulted in 1260 individual samples that are
used as testing and training data for the classifier. All
players used the same wooden stick (Vic Firth Concert)



Figure 3. Rimshot

Figure 4. Positions

with a stroke height of six inches [7]. The brush used
was a Vic Firth standard brush fully extended. The three
snare drums are: Yamaha Concert 14" x 6.5", Ludwig
Concert 14" x 6.5", and a Gretsch Standard 14" x 4.5".
The drums use standard plastic heads on both the batter
and snare head. The heads are manufactured by Remo
on the Ludwig and Gretsch drums, and by Yamaha on the
Yamaha drum.

Samples were recorded with a Shure SM57 microphone
into a Mark of the Unicorn 896 at CD quality (16-bits /
44100Hz). The microphone was placed one inch above
the edge of the drum angled down at approximately 30°.
The recordings were conducted in the Electronic Music
Studio at McGill University that has some sound-proofing.

5.1. Preprocessing

All of the samples were recorded separately and then nor-
malized for input into the system. A gating function was
used to determine the position of the onset. The gate func-
tion was set to a threshold of -60dB. The onset is deter-
mined as the first zero-crossing previous to the index re-
turned by the gate function.

The features are calculated on four different window
lengths: Attack section (see below), 512, 1024, and 2048
samples from the onset. The “attack” section is defined as
the signal from the onset of the sound, as given by the gate
function, to point of maximum amplitude. The average
length of this window is 610 samples with a standard de-
viation of 65. The fixed-length windows were calculated
beginning from the onset determined by the gate function.

6. RESULTS

All of the combinations of classes and feature sets were
collected into separate Weka files and then run through the
classifier. High success rates were achieved for all tests.
The classifier was able to accurately (greater than 95%)
classify the timbres for the tests with three classes (RBE
& CHE). The tests with larger number of classes also per-
formed with great accuracy (see Table 1 and 2). Many of
the misclassifications in these tests were classified as the
next nearest timbre.

By using Weka, k-nearest neighbour (kNN) (see Table
3 and 4) and Support Vector Machines (SVM) (see Table
5 and 6) classifiers were examined.

Timbres All Only 5 RBE CHE
Attack 89.3% 88.3% 99.8% 98.1%
512 85.0% 86.1% 99.4% 96.4%
1024 85.6% 86.6% 99.4% 98.3%
2048 85.3% 85.6% 99.4% 98.9%

Table 1. Results using all features with different number
of classes and different window lengths using Neural Net-
work classifier.

Timbres All Only 5 RBE CHE
Attack 73.1% 71.1% 96.8% 91.3%
512 79.9% 77.0% 98.1% 95.9%
1024 77.1% 79.2% 98.1% 97.2%
2048 79.1% 79.0% 99.3% 98.1%

Table 2. Results using only the time-domain features with
different number of classes and different window lengths
using Neural Network classifier.

Timbres All Only 5 RBE CHE
Attack 94.9% 95.3% 98.1% 99.3%
512 93.0% 89.6% 98.9% 96.1%
1024 94.4% 94.1% 99.4% 98.7%
2048 92.6% 91.1% 99.3% 96.9%

Table 3. Results using all features with different number
of classes and different window lengths using kNN classi-
fier.

The kNN classifier was the most consistent classifier,
nearly all of its results are above 90%. The SVM classi-
fier performed very well with the three classes but poorly
with the larger sets of classes using time-domain features.
The neural network had the highest result (99.8% with all
features on the RBE class set).

The different sets of features yielded interesting results.
The time-domain features performed nearly as well as the
full feature set when classifying the groups with only three
classes but significantly less effective when classifying



Timbres All Only 5 RBE CHE
Attack 90.8% 90.9% 96.1% 95.7%
512 90.9% 88.8% 98.9% 97.2%
1024 91.2% 87.6% 99.1% 96.9%
2048 92.0% 90.0% 98.9% 97.2%

Table 4. Results using only the time-domain features with
different number of classes and different window lengths
using kNN classifier.

Timbres All Only 5 RBE CHE
Attack 86.6% 86.8% 99.3% 97.4%
512 83.4% 79.7% 98.7% 92.6%
1024 82.1% 82.3% 98.1% 97.4%
2048 83.5% 82.6% 99.6% 96.7%

Table 5. Results using all features with different number
of classes and different window lengths using SVM clas-
sifier.

Timbres All Only 5 RBE CHE
Attack 57.1% 55.1% 94.3% 85.4%
512 65.4% 59.0% 97.0% 89.1%
1024 68.1% 61.4% 98.0% 91.1%
2048 68.8% 62.1% 98.1% 91.9%

Table 6. Results using only the time-domain features with
different number of classes and different window lengths
using SVM classifier.

multiple classes. These observations suggest that it may
be possible to implement an accurate recognition system
with only time-domain features, which would allow short-
time operations for real-time recognition.

The spectral features were very useful for differentiat-
ing the different positions along the radius of the drum.
Overall, the classifiers performed the “Only 5” and the
“CHE” tests an average of 7.8% better with the spectral
features than with the only the time-domain features.

The different window sizes were not major contributers
to the overall recognition rate. Further investigation into
appropriate windowing techniques will be performed in
order to maximise the results. It was interesting that the
smallest window (512 samples) was still able to classify as
accurately as the long window and that the fitted window
(“Attack” window) seemed to have little benefit.

7. CONCLUSION

We have presented a system that can successfully recog-
nise the subtle differences in timbre produced when a snare
drum is struck in different locations along the batter head
as well as other performance techniques. The present re-
search into the identification of subtle timbres produced
by an instrument is a first step towards a comprehensive
system that can transcribe music and provide information

at the timbral level. Future research will involve applying
this system to other instruments in different contexts and
then integrating it into an automatic transcription system
as well as investigating other features and classification
techniques. The system will also be implemented for a
real-time system and reevaluated.

Data collected in this study will be made available to
interested parties upon contacting the authors.
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